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Neural modeling: capabilities and desired data Machine Learning
1. Detailed mesoscopic model of 
    thalamocortical interactions

- A detailed model of a single cortical column was developed
[R. Traub et al, J. Neurophysiol, 2005]. The model has been 
successful in explaining and predicting cortical dynamics such as 
oscillations and seizures .

- Realistic multi-column model is being developed.

- Data needed: Recording in multiple cortical regions is highly 
desirable. Connectomics data, especially those related to 
connected brain regions can be used to constrain the models. 

2. Neural network models linking neural activity
    and behavior

- We developed a neural network models that extract the hidden 
context variables and allow for adaptive behavior in uncertain 
environments [M. Rigotti et al,  NeuroImage, 2010].

- We are studying the neural basis for context-dependent data 
representation and decision making, and how these ideas may be 
used in ML.

- Data needed: simultaneous measuring context-dependent behavior 
performance and neural activity in higher animals. Connectomics can 
be used to constrain the models.
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3. Modeling of global architecture for 
    behaviorally-driven perception

- Perceptual learning is achieved through action-perception loops.

- Cortical architectures are intimately embedded in anatomical 
reentrant patterns dominated by behavioral functionality, i.e. 
cortico-thalamic-basal loops.

- We have implemented linear and non-linear predictive models of 
large-scale imaging data including fMRI and calcium imaging 
(Neuroimage 2011, IEEE 2011, JMLR 2013) in HPC (Blue Gene)

- We are studying how the predictive dynamical components can 
be interpreted in a machine learning framework.

- Data needed: Functional: large-scale functional data: calcium 
imaging, high-resolution fMRI, multi-area electrode array 
recordings.
Anatomical: DTI, axonal tracing and EM reconstructions that can 
explicitly identify inter- and intra-area connectivity.


